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ABSTRACT
Research Evaluation Systems (RESs) can be divided into "pre-performance or post-performance 
evaluation" or "retrospective or prospective evaluation". The Retrospective Research Evaluation 
Systems (RRESs), also known as Performance-based Research Funding Systems (PRFSs), are 
complex national systems designed to evaluate universities and research centers and allocate 
public funds based on their outputs and outcomes. This study compares the RRESs of the UK and 
Australia to gain a better understanding of the structure and components of these evaluation 
systems. A comparative study method was applied to look for similarities and differences 
between the RESs of selected countries. The two countries were chosen based on the criteria 
of transparency, access to credible documents, formality, comprehensiveness, flexibility, and 
management. Bereday’s four-step model consisting of description, interpretation, juxtaposition, 
and comparison of RESs was utilized for the data analysis. The results showed that two evaluation 
systems emphasize the components of human resources, finance and infrastructure in evaluation. 
Quantitative and qualitative approaches prevail in all two systems. In terms of the evaluation unit, 
the systems have almost the same structure, and the evaluation is done by specialized panels. 
The quality of research outputs is evaluated in two systems, and in the UK, the two elements of 
impact and research environment are also evaluated. In general, it can be said that the formation 
of national systems for research evaluation affects not only the quality of research, but also the 
purposefulness of research, scientific and technical progress of the country, and people’s lives. 
The unique aspect of this study is the comparison of the input, process, output, and impact 
components of the RRESs of the UK and Australia. The results can be beneficiary for managing 
and policymaking for research assessment units on micro/macro levels.

Keywords: Research Evaluation, Research Evaluation System (RES), Research Excellence 
Framework (REF), Excellence in Research for Australia (ERA), Performance-based Research 
Funding Systems (PRFSs), Bibliometrics.

INTRODUCTION

Numerous Research Evaluation Systems (RESs) have already 
been designed for various purposes. These systems generally fall 
into two main categories. The first group involves systems which, 
as put by Whitley (p6),[1] “are organised sets of procedures for 
assessing the merits of research undertaken in publicly-funded 
organisations that are implemented on a regular basis, usually 
by state or state-delegated agencies.” Research evaluation 
approaches might involve “pre-performance or post-performance 
evaluation”[2] or “retrospective or prospective evaluation”.[1] The 
recently-developed retrospective research evaluation systems 
are known as “Performance-based Research Funding Systems 

(PRFSs)” and considered “complex, dynamic systems, balancing 
peer review and metrics, accommodating differences between 
fields, and involving lengthy consultation with the academic 
community and transparency in data and results”.[3] Hicks and 
Geuna and Piolatto[4] considered REFs as complex national 
systems that are created to evaluate public research institutions 
(e.g. Universities) and to help allocate public money to them 
based on their outputs and outcomes instead of structures and 
processes.”

Based on the literature, efforts have been made to set up PRFSs 
in a number of developed countries over the past decade. PRFS 
was first established in UK (RAE/REF), and different forms of 
this system were used, by 2010, in 14 countries: UK, Australia, 
Belgium, Denmark, Finland, Hong Kong, Italy, the Netherlands, 
New Zealand, Norway, Poland, Slovak Republic, Spain, and 
Sweden.[4] The PRFS include three evaluation approaches 
including qualitative (peer review), quantitative (bibliometric 
analysis), and hybrid (peer review-bibliometric analysis).[4] One 
important question in relation to REFs is that if they have resulted 
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in any changes in the research performance of universities and 
research centers, and some studies have tried to answer this 
question.[5-17] We will discuss some of the consequences of REFs 
in the related studies section.

In prospective RES, compared to retrospective RES, 
pre-performance evaluation is considered. As suggested by 
Cozzens,[2] referring to the American system, the U.S. funding 
system puts a lot of weight on pre-performance evaluation (i.e., 
peer review system) and puts very little weight on the evaluation of 
programs. As a result, the American funding bodies focus mostly 
on giving grants and not so much on the outcome of the grants. 
Whitley[1] studied the investment levels in both prospective and 
retrospective RESs worldwide and found that, “in most countries, 
state investment in this prospective evaluation of applications for 
funds and guiding resource allocation procedures towards the 
achievement of public policy goals has been considerably greater 
than that provided for the retrospective evaluation of the results.”

In the second category, research funding is not designated to 
public sectors, and rather research units, document, scholars 
and authors, disciplines, etc. are assessed, validated, and ranked 
locally (RES in a province or university), nationally (e.g., systems 
ranking universities, journals, or scientists in a country) and 
internationally (e.g., SCImago Journal and Country Rank, 
Scival, JCR, Google Scholar, Scopus, Web of Science, Shanghai 
Ranking, and QS World University Rankings). These systems 
aim at research excellence through controlling and ensuring 
quality. Note that prospective systems, while trying to finance 
public research institutes and universities, have the ultimate aim 
of research prestige. Hicks [3] has pointed that the intention of 
prospective systems to distribute research funds to universities 
seems to be an illusion because the real incentive for universities 
appear to be competing for prestige.

Many RESs in the past performed evaluations on the basis of 
quantitative measures. However, in recent decades, evaluations 
have made more use of qualitative methods and peer review. They 
aim to measure the quality of research, and now more attention is 
paid to measuring and demonstrating research excellence through 
enhanced national evaluation systems.[18] Moreover, assessment 
systems in education, like the "publish or do not graduate" model, 
have faced criticism for potentially increasing stress levels among 
students.[19] Due to this problem, certain countries consider only 
Web of Science indexed articles, which poses an issue. This issue 
shows itself more in the field of social sciences and humanities, 
especially in some book-oriented disciplines. Numerous studies 
have investigated this issue.[20-22] National systems for evaluating 
research, with varying degrees of formalization, transparency 
and standardization of procedures are often very complex and 
dynamic.[3] Such national systems strengthen the link between 
government policy and academic research and increase public 
accountability for government budgets.[23] Thus, national research 
evaluation systems can be introduced as policy-making tools for 

allocating research budgets and improving the quality of research, 
in accordance with scientific developments.[24] The purpose of 
these systems is to create scientific outputs with a high level of 
accountability and functionalism. This potential can continuously 
change the organizational structure and culture and individual 
scientific activities.[25] Comparing evaluation systems will help us 
develop an understanding of research evaluation and its elements. 
We will understand different approaches to research evaluations 
and what different approaches to evaluation can achieve. There 
has been little comparison of such evaluation systems in the past 
and this study aims to contribute to this area.

The RESs are different in different countries. This study aims to 
analyze and compare two evaluation systems which are Research 
Excellence Framework (REF) in the UK and Excellence in 
Research for Australia (ERA). The ERA and REF fall into the 
retrospective RES category. The UK system was chosen because 
it is one of the first RES in the world and is well-developed after 
several iterations. It is an example of a PRFSs that helps make 
research be as accountable as possible. Over the past few decades, 
the worldwide reputation of this system has inspired countries 
such as Spain, Australia and New Zealand to adopt this system 
and have their own RESs.[25-27]

Australia’s ERA has been in operation since 2010. The data 
collected during the various iterations of the system provide 
valuable information on the research performance of Australian 
higher education institutions to government, academia, industry 
and students. The Australian Research Council also collaborates 
with higher education institutions in strategic planning and 
decision-making and research activities to assist them in their 
development.

Overall, the UK and Australia have specific RESs and have 
developed their RESs in recent decades. This study aims to 
compare them, identify their components and structure and 
discuss their advantages and disadvantages. This analysis will 
provide new knowledge about these systems that will be needed 
for understanding how these systems conceptualize and evaluate 
different aspects of research such as output and impact. It will also 
help countries that intend to develop a new or adopt an existing 
system, to make informed decisions.

LITERATURE REVIEW

Studies related to national research evaluation systems can be 
divided into four categories as follows:

Comparative research in the field of RESs

Comparison of evaluation approaches, methods, or indicators 
within a research evaluation system or in two or more RESs is another 
research front. The good examples of research in this category 
are the studies by Coryn et al.,[28] Jonkers and Zacharewicz,[29] 
Zacharewicz et al.,[30] and Ochsner and Peruginelli.[31] Coryn et 
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al.,[28] classified countries according to three types of funding 
1) large-scale performance-based exercises, 2) bulk funding, 
and indicator-driven performance-based models. Jonkers and 
Zacharewicz[29] classified Research Performance Based Funding 
Systems (RPBF) into two main categories including funding 
allocation formula based on quantitative indicators (education 
and PhD awards-based formula, RPBF based on journal-based 
impact assessments, RPBF based on citation-based impact 
assessments) and RPBF based on peer review assessments. They 
compared also the countries based on this typology. Zacharewicz 
et al.,[30] compared the performance-based research funding in 
EU member states and found two funding allocation formulas 
based on quantitative metrics and peer review. Ochsner and 
Peruginelli[27] introduced different classifications of national 
evaluation exercises. They present a typology of national 
research evaluation systems into seven groups (including 
accreditation, national evaluation: formative, national evaluation: 
performance-based, national excellence initiative, national career 
promotion, project funding by government, and evaluation for 
academies of science). Finally, they evaluated the countries based 
on this typology.

Abramo, D’Angelo, and Di Costa[32] also compared the peer review 
and bibliometric rankings in the first Italian evaluation exercise. 
The results indicated "great differences between peer review 
and bibliometric rankings for excellence and productivity".[32-34] 
Additionally, many researchers have investigated the methods 
of bibliometric and peer review, among which we can mention 
Horrobin,[33] Moxam and Anderson,[34] Moed,[35] Van Raan,[36] 
Pendlebury,[37] and Abramo and D’Angelo.[38] Furthermore, 
Sandströma and Besselaar[39] examined also the performance 
of research evaluation systems. They found large differences in 
efficiency between national science systems based on funding 
systems, level of competition, level of university autonomy, and 
level of academic freedom.

Evaluation of outputs, outcomes, and research 
impact in RESs

Evaluating the type of research outputs such as books, articles, 
patents, software, etc. is one of the most challenging issues 
in research evaluation systems. Among the research outputs, 
the most challenging is how to evaluate the book in research 
evaluation systems. This issue shows itself more in the field of 
social sciences and humanities, especially in some book-oriented 
disciplines. Numerous studies have investigated this issue. Among 
these studies, we should mention the research by Zuccala and 
Robinson-García.[40] They focus on examining the role of experts 
in improving book evaluation conditions in research evaluation 
systems. Their research shows where there is the greatest 
potential for the development of quantitative and qualitative 
indicators in book evaluation systems. Giménez-Toledo et al.,[41] 
also compared different approaches for assessing books in Spain, 
Denmark, Flanders, Finland and Norway.

Research outcomes are “the achievements of the research activity, 
whether conceptual (a new theory), practical (a new analytical 
technique) or physical (a new device or product - although some 
authors regard this as an output); research outcomes are potentially 
available for use”.[42] A main challenge in research evaluation is the 
selection of measuring mechanisms and approaches. For instance, 
Garrett-Jones[42] examined the university research outcomes 
evaluation methods in the US, Canada, the Netherlands, etc., 
concluding that Australia was following the common practice 
somewhat similar to the other studied countries and in some 
aspects, it was more advanced. Grigson and Stokes[43] studied the 
application of peer review in the evaluation of the outcomes of 
“research grants” by the “Australian Research Council.” Lillis,[44] 
referring to the case of New Zealand, argued that the assessment 
outcomes are material benefits that improve the quality of life, 
including the growth of industrial competitiveness, environmental 
quality, social regulation effectiveness, and skill and learning 
improvement.  Garrett-Jones and Aylward[45] focused on “some 
tension between criteria of excellence and socioeconomic benefit 
in valuing university research outcomes.”

In view of the focus of RESs in recent years on the impact 
component, some studies have tried to identify and review 
existing models and frameworks for evaluating research impact. 
They review different definitions of research impact and its 
evaluation methods and investigate the challenges of impact 
assessment[46] including in specific disciplines, such as the 
scientific, social and political implications of social sciences and 
humanities research.[47] They also study the role of systems that 
may be used in the future to link research and its implications 
and the requirements that exist for these systems[25] According 
to the findings of these studies, evolving systems that focus only 
on recording impact information must consider the possibility of 
any interactions between researchers, institutions, and external 
stakeholders. A review of research in this area shows that among 
the methods used to measure the research impact, there is still 
no well-established standard method that is agreed upon by all[46] 
In this respect, the value of bibliographic indicators for science, 
technology, engineering and mathematics as an objective and 
low-cost method is more prominent than other methods, but the 
possibility of using such indicators in evaluating the impact of 
social sciences and humanities research is highly questionable.[47] 
Therefore, it can be said that the combined approach of 
case studies is an excellent way to discover all the available 
information, data and evidence, which provides a comprehensive 
summary of the contextual impact. Quantitative impact analyses 
analyze program effects over a period of time from a fixed point 
in time, but qualitative studies are often performed during the 
actual program to provide information to improve executive 
performance. On the other hand, if a composite approach is 
accepted as an impact assessment method, the limitations of its 
complex implementation must also be understood.[48]
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Research assessment methods, criteria and 
indicators in RESs

A basic issue in RESs is the choice and use of the best method, 
criteria, and indicators to assess the effectiveness of scholars, 
research unit, discipline, etc., which has been examined from 
different angles. The relevant studies can generally be divided into 
two main categories:

Studies that discuss bibliometrics in research 
evaluation and in RESs

Over the past decade, national RESs that have traditionally 
been conducted using peer review methods have begun to use 
bibliometric indicators. In this case, it was assumed that the 
publications that received the most citations were of higher 
quality and that metrics were a good judgmental tool for 
identifying top research in various fields.[49] However, due to the 
fact that citations in different fields of research behave differently 
due to different rates of literature decay (for example, research in 
medical fields become obsoletes fast and its citation drops), before 
using such an assumption in comparative evaluations between 
organizations or even between individual scientists, citation data 
must be standardized.[38] Thus, these studies describe the various 
aspects of the term “frequency” among citations, define average 
citations,[50] and introduce dual function as an indicator for 
evaluating research based on the types of low-cited or high-cited 
publications.[51]

Studies that compared peer review and bibliometric 
approaches in RESs

Some of these studies show agreement and correlation between 
bibliometric and peer review and some argue that bibliometric 
is not suitable for certain fields. A big factor in advocating for 
the use of bibliometric is of course the high cost of peer review. 
Wallmark and Sedig[52] showed that bibliometric was almost 
206 times less expensive and less time consuming in the case of 
Swedish system. However, there are others such as Jacsò[53] who 
argued that it would be premature to think that citation indicators 
can replace peer review as a cost-effective alternative.

Examples of studies that looked for agreement between two 
evaluation techniques are Thomas and Watkins[54] who found 
high agreement between peer-review and citation analysis 
results in the case of the old RAE system in the UK. Nederhof 
and Van Raan[55] also found similar results in the Netherlands 
as the two evaluation approaches were mutually supportive and 
complementary. Aksnes and Taxt[56] found weak but positive 
correlation between peer review and bibliometric results in 
Norway. Checchi et al.,[57] compared ranking of publications 
based on the UK REF system with bibliometric indicatros used 
in Italy and found high correlation between the two approaches.

However, such agreements between peer review and bibliometric 
in many other studies are either non-existent or are discipline 

specific. Abramo and D’Angelo[38] showed that bibliometric was “by 
far preferable to peer-review in the natural and formal sciences.” 
Abramo, D’Angelo and Di Costa[32] in a study of the Italian 
system compared bibliometric and peer review and concluded 
that these two are very different in terms of research excellence 
and productivity. Fedderke[58] studied South Africa's evaluation 
system and maintained that peer review and bibliometric 
measured different things. Mryglod et al.,[59] found different 
correlation between bibliometric and peer review for hard and soft 
sciences. Abramo, Cicero and D’Angelo[50] studied the evaluation 
of Italian universities and concluded that using peer review for 
hard sciences would be “a complete waste of money”. Their results 
were aligned with that of Wallmark and Sedig’s.[52] Baccini and 
De Nicolao[60] also found week agreement between peer review 
and bibliometric at individual article level. Rodríguez-Navarro 
and Brito[61] looked REF results in the UK and suggested for peer 
review could be replaced with bibliometrics only for top citation 
percentiles of papers. King[62] looked at avian virology research 
and showed that bibliometric indicators should not be used by 
themselves. Nederhof and Van Raan,[63] Rinia et al.,[64,65] looked at 
some sub-fields of physics and found some agreements between 
per review and bibliometric Oppenheim and Summers[66] showed 
that citation indexes are not suitable for arts and humanities 
fields such as music. But Norris and Oppenheim[67] showed 
bibliometric and peer review results had correlation for the field 
of archaeology (which is another humanities sub-field). Similar 
correlation was found in economics in Italy by Bertocchi et al.,[68] 
and in Australia by Bruns and Stern.[69]

Consequences of RESs

This group of studies specifically examine and analyze the 
gradual institutionalization and the favorable and unfavorable 
consequences of RESs in specific countries such as the UK[27,70] or 
Finland,[71] over time. Additionally, we can refer to the research 
by Chatterjee et al.,[72] which reflects the views and reactions of 
academics to the UK and New Zealand RESs and the impact 
that these systems have had on their careers in both countries. 
Whitley[1] classified the main consequences of RES: “a) increase 
of research organization stratification, b) intensification of 
reputational competition and coordination of research goals, c) 
strengthening of central disciplinary standards and priorities, d) 
reduction of intellectual diversity and pluralism, and e) increase 
of constraints on establishing new fields and approaches.”

In some studies, the development of different concepts and 
dimensions of research quality and the development of research 
quality evaluation systems based on bibliometric analysis or 
peer review or based on a composite evaluation method (for 
example, Italy) were examined and their special advantages and 
disadvantages were criticized.[73] On the other hand, some studies 
about designing RESs have focused specifically on research 
outputs, such as articles, books, dissertations, patent reports, 
software or special products, and have examined different 
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methodologies for measuring and evaluating these resources-for 
example, measurement-based systems for evaluating the quality 
of research outputs in Australia.[74] Italy[73] and Finland.[71] 
It should be noted that in addition to quantitative methods, 
qualitative evaluation methods, which are mainly performed 
by presenting case studies and peer review methods, are also 
accepted by the academic community and administrators in 
some countries (UK). Studies in this field in other countries are 
mainly looking for methods to reduce bias and prejudice related 
to the measurement of existing indicators,[75] because existing 
methods for evaluating scientific products are often affected by 
limitations and prejudice. For example, the results of periodic 
evaluations might be in favor of larger universities, and allocating 
a joint government budget based on research evaluations might 
cause unfair consequences. Some studies in the field of designing 
RESs have also focused on measuring and evaluating inputs or 
the basic requirements for starting research such as manpower, 
financial resources, facilities and equipment; However, due to the 
demand for more accountability of academic research, studies 
in this area are more focused on research credits and budgets.[71] 
These studies show that performance-based budget allocation 
evaluation systems are more popular than other financing 
approaches. Emphasizing the link between performance and 
resources and encouraging research excellence, research input 
evaluations have shown that the results of performance-based 
evaluations include creating a strong incentive to improve 
individual and organizational performance and thus increasing 
productivity through competition,[23] increasing public 
accountability for government funding invested in research, and 
establishing a mechanism for linking academic research with 
government policy.[4] Additionally, funds distribution based on 
RESs is another issue. Among the researches, we can mention the 
study by Greco and Scarcello[76] that looked into the laws of funds 
distribution in the Italian Research Assessment Program (VQR) 
during 2004 to 2010. Moreover, some researchers have addressed 
the implications and imperfections of RESs from another 
perspective. Among these researches, the research by Xiaochun 
and Dan[77] should be mentioned. They found a major connection 
between corruption in many of China's colleges and universities 
and the scientific research evaluation system.

Butler[78] studied the impact of the application of “raw publication 
counts” as a performance criterion under an output-based funding 
policy in Australia in the 1990s. She found a dramatic increase in 
the volume of publications that was achieved at the expense of 
quality because the increase was mostly in journals ranked low 
in terms of impact. However, later Van den Besselaar et al.,[79] 
used a longer time series and argued that her main conclusion 
was not correct. Schneider et al.,[80] compared the Norwegian 
publication-based funding model that used differentiated 
publication counts to the Australian model and found that the 
adverse impact that Butler found in Australia, did not happen in 
the case of Norway. Similar to output based evaluation, citation 

based evaluation can result in some behavioral changes in 
researches. For instance, Abramo et al.,[81] showed that the use of a 
citation-based incentive scheme in Italy resulted in 9.5% increase 
in self-citation rate.

Some experts such as Edwards and Roy[82] warned that too much 
competition for funding and performance measurement using 
metrics create perverse incentives for researches which might 
result in unethical behavior and this in turn might ultimately 
render the entire science enterprise untrustworthy in the eye 
of the public. Some studies of unethical research behavior such 
as plagiarism (e.g., Honig and Bedi)[83] have shown that such 
behaviors are not uncommon. Therefore, to avoid undesirable 
consequences due to implementation of an evaluation system, 
some researchers such as Hazelkorn[84] have suggested that 
evaluation systems should include both quantitative and 
qualitative data, and include the assessment of both impact and 
benefit as well as self-evaluation.

Finally, it can be said that since monitoring the scientific 
performance of countries is a high priority for research managers 
and government organizations involved in the research process of 
each country, and given that the methodologies used in different 
systems vary in terms of structure, content and use of quantitative 
and qualitative indicators and their consequences, it is of great 
importance to determine the extent to which analyses based on 
different indicators can help better identify and understand the 
effects and efficiency of different research evaluation systems. 
Therefore, in the present study, we tried to identify the similarities 
and differences between the RESs of England and Australia, 
in order to determine the structural and content elements and 
components necessary for research evaluation.

METHODOLOGY

The study used a comparative approach to analyze and compare 
the structural and content elements of the RESs of the UK and 
Australia.

To identify the systems for comparison a few criteria were 
considered including: 1) transparency of documentation of 
the evaluation system, 2) existence of a website that provides 
accessible, reliable and accurate information about the system, 
3) formality (duration of formation and implementation of 
selected systems), 4) comprehensiveness (e.g., covering a wide 
range of potential research outputs and fields), 5) flexibility (e.g., 
the existence of guidelines compatible with different objectives 
and approaches such as evaluation of researchers, groups or 
institutions), and 6) management of the evaluation system 
(leadership of the evaluation framework by a central authority). 
On this basis, the RESs from the following countries were selected: 
The UK and Australia.

Bereday’s four-step model[85] was used for the comparison process. 
Based on this model, the required information about RESs in 
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selected countries was collected and reviewed and were subjected 
to four steps of description, interpretation, juxtaposition and 
comparison as explained below:

	 1.	 Description of research evaluation systems: In this 
step, by using the websites of RESs in selected countries, 
other reliable information sources and in a few cases by 
requesting information from responsible authorities of 
these systems through e-mail, sufficient information 
was collected about each system to be able to understand 
and describe each system.

	 2.	 Interpretation of the content and structural elements 
of research evaluation systems: This includes 
verification of the information described in the first step. 
At this stage, by focusing on the content and structural 
elements of each of the studied systems, the specific 
characteristics of each system were summarized.

	 3.	 Juxtaposition of content and structural elements of 
research evaluation systems: In this stage, information 
that has been interpreted in a systematic way is classified 
and juxtaposed to reveal the similarities and differences 
of such information.

	 4.	 Comparison of content and structural elements of 
research evaluation systems: In this stage, similarities 
and differences between structural and content elements 
were compared. It is noteworthy that this research stage 
is based on a descriptive approach focusing on the how, 
rather than why, of the systems.

In this article, we reviewed academic literature and materials 
published on the official website of these research evaluation 
systems up to early 2023.

RESULTS AND DISCUSSION

Here, reliable resources and websites dedicated to RESs in selected 
countries and valid information about the structure and content 
of these systems were systematically collected.

The UK research evaluation system

The UK has a long history of evaluating the research performance 
of its universities and took the first step towards establishing a 
national evaluation system in 1985. It was almost a decade later 
that other countries, following the UK, began to nationally 
evaluate the quality of their research.[27] The first explicit 
evaluation of research quality took place in 1986. Evaluations 
were carried out by thematic subcommittees of the university 
grants committees. Then in 1989, for the first time, a research 
evaluation activity was conducted nationally in the UK under the 
title of Research Evaluation Exercise (RAE). However, concerns 
about the huge costs of RAE soon increased, especially by the 
UK Treasury.[86] As a result, after the 2001 exercise, steps were 

taken to replace it with a system that relied more on metrics 
such as citations, research income, and the number of graduate 
students rather than specialists. Nevertheless, skepticism from 
the outset between the system’s beneficiaries, including the 
Higher Education Funding Council for the UK and individual 
institutions, led to the rejection of the metrics system. Another 
concern of the existing method was that large universities could 
still be ranked five (top) despite less work, and all academics at this 
level could receive funding.[87] Therefore in 2008, RAE introduced 
quality profiles for each assessment unit and performed it for the 
last time. In 2014, the Research Excellence Framework (REF) 
replaced RAE.[88]

The REF is co-sponsored by the Research of England (RE), the 
Scottish Finance Council (SFC), the Higher Education Funding 
Council of Wales (HEFCW) and the Northern Ireland Ministry 
of Economy’s Department for Education (DfE). The REF is 
managed by the REF team based in RE on behalf of the four UK 
funding bodies and overseen by the REF steering group consisting 
of representatives of the four funding agencies.[89]

REF is based on the study of specialists and is done using 
their specialized knowledge and experience. This evaluation 
framework was expanded to include, in addition to the quality of 
the research results, the evaluation of the impact of the research 
and the environment in which the research was conducted. 
It is important to note that REF is a single framework for 
evaluation in all disciplines, with a common set of data in all 
submissions, definitions, and standard procedures.[90] Evaluation 
is performed by expert panels with general criteria, supported 
by specific criteria for each main panel and sub-panel group, if 
possible. Expert panels consistently apply evaluation standards 
and operate under the supervision of the four main panels. In 
this unified framework, differences in the nature of research in 
different disciplines justify differences in the exact approach to 
evaluation. There is flexibility for panels to create specific aspects 
of evaluation criteria to ensure that evaluation is sensitive to 
these interdisciplinary differences. Panels consult with subject 
groups and research institutes.[91] REF 2021 was developed 
through an evolutionary and consultative process, based on the 
successes of previous REFs and RAEs and fundamental changes 
in response to research institute feedback. In implementing the 
recommendations, financing institutions have sought to strike a 
balance between continuity and development.[92]

The Australian Research Evaluation System

Australia’s higher education budget and evaluation policies were 
revised in the 1990s and in the first decade of the 21st century. 
Following the development of evaluation systems in the UK, 
a committee was set up to provide a framework for evaluating 
the research performance of Australian universities based on 
critiques of the evaluation of research in the UK; however, the 
Australian Government’s attention to research evaluation was 
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beyond a budget distribution.[93] Assessing the quality of research 
has become a vital issue in the Australian scientific community, 
and proposing a Research Quality Framework (RQF) was a 
fresh start in discussions about how to evaluate the quality of 
research in the best possible way. Following the move towards 
measuring research excellence, the Australian Research Council 
(ARC) substituted the Excellence Research of Australia (ERA) 
for the RQF. Accordingly, the ERA stated its primary goal of 
identifying and promoting excellence in a wide range of research 
activities, including the discovery and application of research 
in Australian higher education institutions.[94] The first ERA 
pilot evaluation was performed in 2009 and then continued in 
2010, 2012, 2015, and 2018.[74] The ERA evaluation process was 
developed after extensive consultations between the ARC and the 
Australian Higher Education Department. These developments 
included the formation of working groups in a wide range of 
disciplines and the creation of comprehensive benchmarks for 
domestic and international experts.[95] Minor corrections were 
also made to various aspects of the submission and evaluation 
process, but the set of indicators introduced in the evaluation 
framework discipline matrix remained largely unchanged.[96] 
The indicators used in these assessments were developed by the 
Australian Research Community. This approach ensures that 
the indicators used also minimize the workload of government 
and academia, while ensuring that ERA results are robust and 
acceptable. In 2018, the Australian Research Council (ARC) 
conducted the fourth Comprehensive Assessment of Australian 
Research Excellence (ERA). In this way, information on the 
quality of research activities recognized as eligible in higher 
education institutions was evaluated by eight Research Evaluation 
Committees (RECs), at a level of clustering of 147 prominent 
domestic and internationally recognized researchers in their 
subject areas.[95] ERA thematic clusters comprise a structure that 
has been developed primarily to help balance workload across 
different fields of research.[97]

After extensive consultation in the higher education sector 
and a thorough review of the strengths and the weaknesses of 
other systems, particularly the UK Research Evaluation System, 
it was decided that ERA evaluations in 2023 would focus on 
disciplines rather than segments or groups. In other words, 
instead of creating a single evaluation method, the ERA created 
a set of indicators that differ at the discipline level (known as 
the discipline matrix).[98] Citation indexes are mainly used to 
evaluate disciplines in the field of science, whereas peer review 
is mostly used to evaluate the outputs submitted in the fields 
of social sciences, humanities and arts. Universities report 
all of their staff ’s research outcomes in positions classified as 
‘researcher only’ or ‘researcher-lecturer.’ Under citation analysis, 
all university publications in the relevant field are considered in 
the evaluation process. In peer review, however, the evaluation 
process comprises only 30% of the university’s publications, 
which are selected by the institutions themselves.[96] Universities 

are given an overall rating between 1 (bottom) and 5 (top) for 
each major and sub-major.[99] Australian universities rely heavily 
on international students to generate revenue, and these students 
pay close attention to accurate published information on ERA 
results, in addition to international rankings; therefore, it can be 
said that while the ERA has little direct impact on the allocation 
of government research funding, it does have significant financial 
implications for universities.[74]

In addition to what was mentioned previously, evaluations in 
Research Excellence Framework (REF) focus on three distinct 
elements: the quality of research outputs, the research impact, 
and the environment of the research unit. The first element, the 
quality of research outputs, refers to the evaluation and selection 
of the best quality outputs to identify the level of employee activity 
during the assessment period. All types of research outputs, 
including basic research that brings new insights or outputs 
that have not been made public, such as confidential reports to 
government or industry, software design, plans, demonstrations, 
and even artifacts, are eligible for presentation. All activities 
presented should include evidence of the research process and 
brief statements about the aggregation of their potential audience 
requirements, both inside and outside the academic community. 
The quality of research outputs is evaluated based on the 
criteria of “originality, significance and rigor.” For the purposes 
of REF, citation data related to the outputs of the disciplines of 
medical sciences, health, biology, physical sciences, psychology, 
engineering and computer science are prepared for consensus 
with the opinions of panel experts in the assessment units. 
Given the limitations of such data in disciplines such as the arts, 
humanities, or social sciences, citation information in not used 
for these disciplines.

After evaluating the quality of the outputs, the REF emphasizes 
the evaluation of the impact element, which shows the tangible 
effects of research activities during the evaluation period. There 
is a broad definition of impact (covering economic, social, 
public policy, cultural, and quality of life considerations) which 
recognizes intellectual and practical impact beyond academia. 
In impact statements, research units make a plausible claim 
about the effectiveness of their research, which should include 
a wide range of impact indicators as supporting evidence. Some 
indicators such as research income index, rate and scope of 
cooperation with a wide range of research users or other social, 
economic, political, cultural, health and quality of life indicators, 
apply to all research units in general. There are other indicators 
that may be specific to certain assessment units.

The third element, the environment, assesses vitality and 
sustainability of the research unit and the extent to which a 
research unit covers research infrastructure and supporting 
activities that lead to a continuous flow of production, 
dissemination, and effective application of research. Assessing the 
research environment can provide strong evidence for identifying 
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research units with a history of producing research outputs with 
broad impacts and can also help to define research activities that 
foster the sustainability and viability of disciplines at a national 
level - instead of particular advances at the level of higher 
education institutions. Institutions should provide strong and 
reliable evidence of their research environment using a general 
model including research groups as research units, research 
councils, how to structure and manage research and research 
revenues, the critical volume of infrastructure and facilities 
and overall financial and human resources of the unit, strategic 
goals and objectives, how to advance and manage the unit, how 
the research unit interacts with the community, publication 
of research findings, maintaining discourse on a wide range of 
related issues, and participating in research databases.[89]

The general principles of REF are equity, equality, transparency. 
Panels are instructed to set criteria and adopt evaluation 
processes that enable them to realize fundamental superiority in a 
wide range of research (e.g., applied, action-based, fundamental, 
strategic, etc.,) and determine excellence in various forms of 
research, including interdisciplinary and collaborative research, 
while not placing more emphasis on one format than another. In 
other words, different types of research must be evaluated with 
fairness and equity (Technopolis 2010).

Australia’s ERA is based on peer review and some evaluation 
indicators. The set of ERA indicators for evaluating research 
behaviors is specific to each discipline, i.e., for some disciplines 
citation analysis and evaluation by indicators are used, while for 
some other disciplines, peer review is used to evaluate research 
outputs. It should be noted that peer reviews and citation analyses 
by indicators are not used in combination at the four-digit level. 
This principle, however, applies to the two-digit level.[86]

There are three broad categories of indicators in the 
ERA

	 1.	 Indicators of research quality: Evaluation in this category 
of indicators is based on publication specifications, 
citation analyses, peer review and review of domestic 
and international research revenues.

	 2.	 Indicators of research activity: Evaluation in this 
category of indicators is based on the results and 
output of research and other research items within the 
framework of the characteristics of qualified researchers.

	 3.	 Indicators of research application: Evaluation in 
this category of indicators is based on income from 
commercialization of research, patents, plant breeders’ 
rights, registered designs and guidelines approved by 
the National Health and Medical Research Council 
(NHMRC).[96,98]

Regarding the ERA indicators, it is noteworthy that in 2018, some 
other measures, such as the evaluation of publication profiles and 
assessment of impact and engagement of research activities that 
can provide valuable information about the application of research 
in society, were considered. These measures were generated by 
the interaction of quantitative and qualitative elements. The data 
used for the ERA indicators are largely quantitative, but the impact 
component added to the evaluation process involves a qualitative 
impact assessment and the explanatory statement describes 
research impact and research approaches for the efficiency of the 
assessment units.[96,100]

The similarities and differences between the structural and 
content elements of the research evaluation approaches of the 
UK and Australia are compared in Table 1. While these systems 
use different methodologies for their evaluations, bibliometric 
analyses are used in all of them, either as the main evaluation 
method or as a component to inform the expert review. For 
example, REF in the UK uses bibliometrics only as an element to 
inform the main assessment process (i.e., expert review). In some 
sub-panels, the number of citations to an output is considered 
additional information about the scientific significance of the 
output. Panels that do this continue to rely on expert review as the 
primary method for evaluating output to judge a wide range of 
evaluation criteria (authenticity, importance, and accuracy). They 
will also recognize the importance of non-traditional outputs1 
and evaluate all outputs on an equitable basis, regardless of the 
availability or non-availability of citation data. In using citation 
data, the panels consider a variety of citation patterns for different 
areas of research, the possibility of “negative citations,” and the 
limitations of this data for outputs in languages ​​other than 
English. There is a strong belief in the UK that citation analyses 
(sets of metrics) cannot be applied uniformly and are therefore 
inappropriate.[93] The UK does not appear to be ready or willing 
to take the Australian path to develop a set of specific indicators 
for each discipline, as in the ERA, quantitative indicators play 
a central role in research evaluation. Using this information, 
however, goes beyond simply counting the number of citations. 
Therefore, using the Relative Citation Impact (RCI), distribution 
of papers based on the global percentile threshold and the average 
of Australian universities and distribution of papers versus RCI, 
three profiles of bibliometric indicators are presented to the 
ERA evaluation panels. These three indicators are designed to be 
considered as a complementary set and are not used separately. 
It should be noted that if citation data is considered appropriate 
for evaluation, expert review is no longer used for those unique 
outputs. A number of evaluation activities are carried out using 
a combination of bibliometric measures and case studies on the 
relative strength of research. For example, the National Science 

1 . Non-traditional research outputs consist of original creative works, live perfor-
mance of creative works, recording and presentation of creative works, organizing 
and producing significant exhibitions and public events, and research reports for 
foreign organizations.
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Foundation has studied the commercialization of innovations 
as well as a range of bibliometric data such as counting patents, 
articles and citations (Table 1).

Another important point in reviewing systems is the evaluation 
unit. While most evaluation systems in selected countries, and in 
particular the British REF and Australian ERA, use subject-based 
expert panels, there are significant differences between these 
countries in terms of what outputs are evaluated. In the UK, 
only selected top research outputs are submitted to assessment 
units, while in Australia, unlike UK REF practice, Australian 
universities are evaluated with all their publications (although 
only a sub-set is subjected to peer review in peer-reviewed 
disciplines). However, in a sense, ERA and REF are similar, 
meaning that selected publications are not limited to university 
research, but may include publications that were written before 
an employee became a member of the institute. Thus, it can be 
said that institutional activities in the UK and Australia are based 
on data submitted by the institutions themselves, with one major 
difference: unlike Australia, where information on extensive 
catalogs of publications is considered, REF evaluation in the UK 
uses selective collections.

The next point to consider is research funds based on the 
results of evaluations conducted in selected countries. While 
65% of REF-linked funding is tied to the results of UK research 
evaluations, research budgeting is not based on the performance 
of universities evaluated by the ERA in Australia, or rather the 
impact of these evaluations on research budgeting is very small.

Note that UK and Australia compared in this study are aware 
of the need to measure the impacts of research results as a 
significant contribution to the economy, society, culture, national 
security, public policy and services, health, environment, and 
quality of life. This awareness is completely evident from the 
systems’ main objectives and their description of the interactions 
between researchers and research organizations and society and 
industry, for the exchange of knowledge, resources and mutual 
cooperation. However, only in the UK, the social impact of 
research is assumed as a major component accounting for 20% 
of the results of research evaluation. In Australia, impact is being 
gradually introduced into the ERA system.

In general, the Research Evaluation System (RES) of UK and 
Australia has pros and cons, some of which are mentioned below.

United Kingdom

The UK RES merits are as follows. A standard scale for ranking 
and publishing is usually utilized in the UK evaluation based 
on peer review to conveniently define the status of different 
groups and universities. Funds designation, particularly 
research institution incomes, and hence the university and 
other organizations management are directly and significantly 
affected.[87] In the UK system the performance criteria are 
decided and established by a group of science elites.[1] For any 
active staff, a select output is emphasized by focusing on quality. 
Assessment panels attach equal importance to all basic or applied 
research, and quality is highlighted.[23] To assess interdisciplinary 
works, academies are invited to present interdisciplinary research 

Table 1: The status of the structural and content elements of RESs in the UK and Australia.

Elements Components Country

United Kingdom Australia
Structural Input Strategies ✓ -

Logistics ✓ -
Funds ✓ ✓
Human resources ✓ ✓
Infrastructures ✓ -

Process Evaluation type Quantitative and qualitative with more 
emphasis on qualitative indicators

Qualitative and quantitative with 
more emphasis on quantitative 
indicators

Evaluation criteria Originality, importance, and accuracy -
Evaluation unit Four main panels (A, B, C and D) and 

34 sub-panels
Eight research evaluation committees

Ranking scale 5-star scale 5-star scale
Evaluation element - Research outputs quality- Impact- 

Research environment
- Research outputs quality

Evaluation method - Expert review- Citation analysis 
(count of citations per publication)

- Citation analysis- Review of ERA 
experts- Review of international 
experts- International research 
income
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Elements Components Country

United Kingdom Australia
Content Output Publications (journal 

articles, monographs 
and book chapters)

✓ ✓

Patents ✓ ✓
Designs ✓ ✓
Compositions ✓ ✓
Exhibitions ✓ ✓
International visibility 
and networking

- -

Prizes and awards - -
Research Income - ✓

Impact Impact on trade and 
economy

✓ -

Impact on production ✓ -
Impact on society ✓ -
Impact on culture ✓ -
Impact on public 
policies or services

✓ -

Impact on health and 
hygiene

✓ -

Impact on the 
environment

✓ -

Impact on quality of 
life and social welfare

✓ -

Impact on 
understanding, 
learning and 
participation

✓ -

Impact on national 
development

- -

Impact on the progress 
of basic research

- -

Impact on human 
resource development

- -

Impact on creating a 
knowledge repository

- -

to the most fitting panel and offer additional panels for parallel 
review of papers submitted.[23] Funding is based on peer-review 
via “scientific excellence and social relevance” criteria,[23] (which 
measure research impact and presence in society, economy, 
industry, etc.[24] The quality assessment is of great importance.[101] 
The importance of UK RES - as a transparent and well-known 
RES[101] - for scholars and staffs is due to both financial issues 
and public standing.[1] However, REF shortcomings include its 
expensiveness complexity, heaviness.[4,24] Assessment in REF are 
done the constant participation of strongest sectors and “achieve 

top positions in the rankings” leading to their further ability to 

adsorb external funds.[7,27]

Australia

The Australian RES system is public, consequential, standardized, 

and transparent.[102] The ERA funding is “unique in its exclusive 

reliance”[102] and is used in all universities in Australia. They 

demonstrate “neither the freedom of entry nor the freedom to 

specify their product”,[101] and it is reported that, “a significant 
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feature of the ERA is the high level of dependence of scientists on 
a single agency, the Australian Research Council”.[1,102]

Some ERA demerits are as follows. It assesses academics 
performance using mostly quantitative indicators.[101] The 
growing outputs assessment by quantitative indicators and 
scientists’ dependency on the Australian Research Council 
resulted in the short-run choice of research preferences to 
simplify research funding.[102] Based on the total of publications, 
substantial funds were distributed between and within academies, 
irrespective of the publications quality or impact. In this regard, 
a significant increase has been observed in research productivity, 
while impact diminished.[78] The Australian Research assessment 
process is extensive and complex although quantitative indicators 
are used. In ERA, the complete research outputs of a university 
are evaluated, and specific outputs quantity conducted in any 
particular period is viewed as a proxy of quality.[103] In recent 
years, Australia introduced another component into its ERA 
to measure impact and engagement. Currently, the Australian 
Research Council has decided to pause ERA and review it as 
some argue that ERA has achieved its initial objectives and there 
is no point in running it again.[104]

Through the review of the literature on research 
evaluation and RESs, the following points can be 
extracted

First, experts and scholars in the field of research evaluation vary 
in their opinions and viewpoints. Peer review is assumed by many 
scholars and evaluators to be a quality control. Peer review is also 
a driver in the system of science organization for “quality control 
and innovation encouragement”[33] and “scholarly standing of 
researchers”.[58]

Second, evaluation is in the direction of research purpose and 
shows the degree of achieving the intended goals of researchers, 
research units, universities, and disciplines. Besides, the evaluation 
has specific purpose. For example, REF in the UK focuses 
on resource allocation level, while the system of Netherlands 
highlights quality assurance.[84] Accordingly, the bibliometric 
analyses alone might not satisfy all the requirements of “quality 
control and assurance and resource allocation” in a RES, and a 
mix of quantitative and qualitative methods is essential.

Third, bibliometric analyses play a supportive role for peer 
review”.[36,37,55,62,64,105] However, the problems of human resources, 
the needed time and costs, and bureaucracy level have caused 
some policy-makers and research managers to further use 
bibliometric indicators or indicator-based systems [84] to 
assess research performance. Some scholars have argued that 
bibliometric analysis is much more economic in terms of time and 
cost, particularly in hard sciences.[38,52,106] Bibliometric analysis 
cannot yet be regarded as an alternative for peer review.[32,53,60,64,107] 
The peer review is still preferred to bibliometric analysis[108] and 
it is important to consider the recent recommendations of the 

scientific authorities in using bibliometric indicators, such as the 
“Declaration on Research Assessment (DORA)”.[109]

Fourth, bibliometric analysis has been reported to be an 
appropriate tool for defining the degree of scientific impact 
and production, particularly in natural sciences and in certain 
fields of humanities and social sciences.[32,38,54,58,59,106] Naturally, 
bibliometric analysis also includes negative consequences like 
the increased number of citations[81] and increased publications 
in the network of science. For instance, to obtain a high H index, 
we should publish more papers and get more citations. To attain 
a high level of productivity, documents need to be increasingly 
published. It is important to realize if the indicators practically 
measure what they are designed to measure, as individuals are 
trying to “adjust to the indicator value system by optimizing 
their indicator rather than their performance”.[110] In addition, 
rankings such as defining the productivity of scholars and 
showing the effect of a university by citations are fundamentally 
one-dimensional and hence in opposition to the spirit of research 
as a quest for prosperity, health, comfort, and life betterment 
by answering the unknown. The research evaluation is indeed 
a multi-dimensional appraisal of performance, like REF in the 
UK.[84] Accordingly, to evaluate research impact and productivity, 
it is not enough to merely use bibliometric indicators such as the 
number of citations and the number of publications.

Note also that research assessment systems, methods, and 
indicators can strongly affect the status and achievement of an 
individual, center, discipline, or higher education system in 
a country, by defining research direction and pathway. This 
direction can motivate people to get more citations, publish 
further document, and provide a higher H index. It can also 
ensure science quality, development and innovation, and enhance 
welfare, comfort, and life of people. The mission of academics is 
teaching, conducting research, and providing service to society.

CONCLUSION

In this study, two RESs, the national-level performance evaluation 
systems of the UK and Australia, were reviewed and compared. 
By selecting these countries, research evaluation processes were 
examined based on different attributes as follows:

	 1.	 A system with highly selective data collection related to 
research budgeting (UK).

	 2.	 A system based on a comprehensive set of data provided 
by institutions but not related to research budgeting 
(Australia).

The comparison showed that in terms of input, almost two 
evaluation systems emphasize the components of human 
resources, finance and infrastructure in the evaluation. In terms 
of type and method of evaluation, it was found that there are 
both quantitative (citation and publishing analysis and domestic 
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and international research income) and qualitative (survey of 
domestic or international experts) approaches in two systems 
with differences. In terms of evaluation criteria, each system 
is based on different criteria. In UK, the main indicator for 
evaluating research output is the established frameworks for peer 
reviwers to determine the quality of the output, its impact, etc. Of 
course, the count of citations per publication criterion is used as 
an aid criterion. In Australia, tow indicators of peer review and 
citation (including world citations per paper (cpp) benchmarks 
and Australian higher education provider cpp benchmarks, 
distribution of papers based on world centile thresholds, and 
distribution of papers against relative citation impact classes) 
use to evaluate research. In terms of the evaluation unit, the two 
systems have almost the same structure, and the evaluation is done 
by specialized panels. In terms of ranking scale, three different 
scales were identified: the 5-star scale (the UK and Australia), the 
quantitative scale based on resource data or research tools, and the 
descriptive scale. In terms of the evaluation element, the quality 
of research outputs is evaluated in two systems, and in the UK, 
the two elements of impact and research environment are also 
evaluated. In terms of evaluated research outputs, publications 
(journal papers, monographs, and book chapters) and patents 
are evaluated in two systems, and items such as designs in these 
systems are evaluated.

With a national system that covers the whole country and is 
associated with a significant level of budget, it seems the UK 
evaluation system performs well. The country’s assessments 
provide accountability for public investment in research and 
provide evidence of the benefits of these investments so that 
research funders can use the results of evaluations to selectively 
allocate their grants to research institutes. In addition, these 
evaluations can create a rich evidence base for informing strategic 
decisions about national research priorities and motivate 
research institutes and individual researchers to show a strong 
performance. Australia has a systematic evaluation framework 
that is not related to research budgeting. However, this 
evaluation system is considered a key indicator of performance 
in contracts between the Australian Government and higher 
education institutions and has already developed the strategy 
of the Australian Government Research Workforce. The results 
of the Australian ERA also provide valuable information on 
allocating financial resources by creating sustainable excellence 
in universities, developing new quality management standards 
and training standards for education and research, designing 
a national scale to identify research areas and disciplines that 
might lead to the development of Australian higher education 
institutions, and defining the emerging research areas. Thus, it 
can be said that while the two evaluation approaches examined in 
this study are different in their objectives and results, there are not 
many structural and content differences in these systems at the 
national and institutional level, and the main system components 

(i.e., input, process, output, and impact) can be extracted more or 
less from these systems.

One limitation of this study is that these RESs are not the same 
and each has characteristics that distinguish it from other systems. 
The analysis and comparison of concrete effects, outcomes, 
and consequences of these RESs (in terms of scientific, social, 
economic, technological, and industrial, etc.,) were beyond the 
scope of this study. Despite these limitations, this study conducted 
a relatively comprehensive review of RESs.

The structural and content elements of RESs identified in this study 
can inform the development of such systems in other countries. 
The results can be beneficiary for managing and policymaking 
for research assessment units on micro/macro levels. Our study 
of centralized in England and Australia assessment systems 
provides further insight on the types and selection of research 
assessment designs. Moreover, this study can help to identify 
the necessary processes for constant monitoring of the progress 
of research activities and guide and refine research processes so 
that research budgets are spent on research that can lead to the 
country’s development, economic growth, and prosperity. The 
formation of national systems for evaluating research will affect 
not only the quality of research but also the purposefulness and 
significance of research and its impact on scientific progress and 
people’s lives.

In this study, we compared two retrospective national research 
evaluation systems. Our future work will focus on examining 
prospective research evaluation systems, which involve 
pre-performance evaluation. Comparing the research results 
of both retrospective and prospective approaches can help 
guide the selection of these systems and assess their efficiency 
in research excellence. We also evaluated two national systems 
in this study, but it will be necessary to compare countries with 
national and state research evaluation systems in future studies. 
These comparisons can aid in the selection of research evaluation 
systems. Additionally, it's important to investigate the scientific 
and technological development in countries with national 
research evaluation systems and state systems to determine 
the efficiency and effectiveness of these systems. Furthermore, 
since some research evaluation systems rely on peer review 
while others emphasize bibliometric quantitative indicators, and 
some use both methods, comparing the quality of outputs and 
achievements and the scientific and technological development 
of countries with these systems can be effective in choosing and 
using these systems.
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